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C H A P T E R  4

Digital Transmission

computer network is designed to send information from one point to another. This
information needs to be converted to either a digital signal or an analog signal for

transmission. In this chapter, we discuss the first choice, conversion to digital signals;
in Chapter 5, we discuss the second choice, conversion to analog signals.

We discussed the advantages and disadvantages of digital transmission over analog
transmission in Chapter 3. In this chapter, we show the schemes and techniques that
we use to transmit data digitally. First, we discuss digital-to-digital conversion tech-
niques, methods which convert digital data to digital signals. Second, we discuss analog-
to-digital conversion techniques, methods which change an analog signal to a digital
signal. Finally, we discuss transmission modes. We have divided this chapter into three
sections:

❑ The first section discusses digital-to-digital conversion. Line coding is used to con-
vert digital data to a digital signal. Several common schemes are discussed. The
section also describes block coding, which is used to create redundancy in the dig-
ital data before they are encoded as a digital signal. Redundancy is used as an
inherent error detecting tool. The last topic in this section discusses scrambling, a
technique used for digital-to-digital conversion in long-distance transmission.   

❑ The second section discusses analog-to-digital conversion. Pulse code modulation
is described as the main method used to sample an analog signal. Delta modulation
is used to improve the efficiency of the pulse code modulation.

❑ The third section discusses transmission modes. When we want to transmit data
digitally, we need to think about parallel or serial transmission. In parallel trans-
mission, we send multiple bits at a time; in serial transmission, we send one bit at a
time. 

A
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96 PART II PHYSICAL LAYER

4.1 DIGITAL-TO-DIGITAL CONVERSION
In Chapter 3, we discussed data and signals. We said that data can be either digital or
analog. We also said that signals that represent data can also be digital or analog. In this
section, we see how we can represent digital data by using digital signals. The conver-
sion involves three techniques: line coding, block coding, and scrambling. Line coding
is always needed; block coding and scrambling may or may not be needed. 

4.1.1 Line Coding
Line coding is the process of converting digital data to digital signals. We assume that
data, in the form of text, numbers, graphical images, audio, or video, are stored in com-
puter memory as sequences of bits (see Chapter 1). Line coding converts a sequence of
bits to a digital signal. At the sender, digital data are encoded into a digital signal; at the
receiver, the digital data are recreated by decoding the digital signal. Figure 4.1 shows
the process. 

Characteristics

Before discussing different line coding schemes, we address their common characteristics. 

Signal Element Versus Data Element
Let us distinguish between a data element and a signal element. In data communica-
tions, our goal is to send data elements. A data element is the smallest entity that can
represent a piece of information: this is the bit. In digital data communications, a signal
element carries data elements. A signal element is the shortest unit (timewise) of a dig-
ital signal. In other words, data elements are what we need to send; signal elements are
what we can send. Data elements are being carried; signal elements are the carriers. 

We define a ratio r which is the number of data elements carried by each signal ele-
ment. Figure 4.2 shows several situations with different values of r.      

In part a of the figure, one data element is carried by one signal element (r = 1). In
part b of the figure, we need two signal elements (two transitions) to carry each data
element (r = ). We will see later that the extra signal element is needed to guarantee
synchronization. In part c of the figure, a signal element carries two data elements (r = 2).

Figure 4.1 Line coding and decoding
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Digital data

Link
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Sender Receiver
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CHAPTER 4 DIGITAL TRANSMISSION 97

Finally, in part d, a group of 4 bits is being carried by a group of three signal elements
(r = 4/3). For every line coding scheme we discuss, we will give the value of r. 

An analogy may help here. Suppose each data element is a person who needs to be
carried from one place to another. We can think of a signal element as a vehicle that can
carry people. When r = 1, it means each person is driving a vehicle. When r > 1, it
means more than one person is travelling in a vehicle (a carpool, for example). We can
also have the case where one person is driving a car and a trailer (r = 1/2).

Data Rate Versus Signal Rate
The data rate defines the number of data elements (bits) sent in 1s. The unit is bits per
second (bps). The signal rate is the number of signal elements sent in 1s. The unit is
the baud. There are several common terminologies used in the literature. The data rate
is sometimes called the bit rate; the signal rate is sometimes called the pulse rate, the
modulation rate, or the baud rate. 

One goal in data communications is to increase the data rate while decreasing the
signal rate. Increasing the data rate increases the speed of transmission; decreasing the
signal rate decreases the bandwidth requirement. In our vehicle-people analogy, we
need to carry more people in fewer vehicles to prevent traffic jams. We have a limited
bandwidth in our transportation system. 

We now need to consider the relationship between data rate (N) and signal rate (S)

S 5 N/r

in which r has been previously defined. This relationship, of course, depends on the
value of r. It also depends on the data pattern. If we have a data pattern of all 1s or all
0s, the signal rate may be different from a data pattern of alternating 0s and 1s. To

Figure 4.2 Signal element versus data element
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98 PART II PHYSICAL LAYER

derive a formula for the relationship, we need to define three cases: the worst, best, and
average. The worst case is when we need the maximum signal rate; the best case is
when we need the minimum. In data communications, we are usually interested in the
average case. We can formulate the relationship between data rate and signal rate as

Save 5 c 3 N 3 (1/r) baud 

where N is the data rate (bps); c is the case factor, which varies for each case; S is the
number of signal elements per second; and r is the previously defined factor.

Example 4.1

A signal is carrying data in which one data element is encoded as one signal element (r = 1). If
the bit rate is 100 kbps, what is the average value of the baud rate if c is between 0 and 1?

Solution
We assume that the average value of c is 1/2. The baud rate is then

Bandwidth
We discussed in Chapter 3 that a digital signal that carries information is nonperiodic.
We also showed that the bandwidth of a nonperiodic signal is continuous with an infi-
nite range. However, most digital signals we encounter in real life have a bandwidth
with finite values. In other words, the bandwidth is theoretically infinite, but many of
the components have such a small amplitude that they can be ignored. The effective
bandwidth is finite. From now on, when we talk about the bandwidth of a digital signal,
we need to remember that we are talking about this effective bandwidth. 

We can say that the baud rate, not the bit rate, determines the required bandwidth
for a digital signal. If we use the transportation analogy, the number of vehicles, not the
number of people being carried, affects the traffic. More changes in the signal mean
injecting more frequencies into the signal. (Recall that frequency means change and
change means frequency.) The bandwidth reflects the range of frequencies we need.
There is a relationship between the baud rate (signal rate) and the bandwidth. Band-
width is a complex idea. When we talk about the bandwidth, we normally define a
range of frequencies. We need to know where this range is located as well as the values
of the lowest and the highest frequencies. In addition, the amplitude (if not the phase)
of each component is an important issue. In other words, we need more information
about the bandwidth than just its value; we need a diagram of the bandwidth. We will
show the bandwidth for most schemes we discuss in the chapter. For the moment, we
can say that the bandwidth (range of frequencies) is proportional to the signal rate
(baud rate). The minimum bandwidth can be given as

 Bmin 5 c 3 N 3 (1 / r)

S = c × N × (1 / r) = 1/2 × 100,000 × (1/1) = 50,000 = 50 kbaud 

Although the actual bandwidth of a digital signal is infinite, 
the effective bandwidth is finite. 
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CHAPTER 4 DIGITAL TRANSMISSION 99

We can solve for the maximum data rate if the bandwidth of the channel is given.

Nmax 5 (1 / c) 3 B 3 r

Example 4.2

The maximum data rate of a channel (see Chapter 3) is Nmax = 2 × B × log2 L (defined by the
Nyquist formula). Does this agree with the previous formula for Nmax?

Solution
A signal with L levels actually can carry log2 L bits per level. If each level corresponds to one sig-
nal element and we assume the average case (c = 1/2), then we have

Baseline Wandering 
In decoding a digital signal, the receiver calculates a running average of the received
signal power. This average is called the baseline. The incoming signal power is evaluated
against this baseline to determine the value of the data element. A long string of 0s or 1s
can cause a drift in the baseline (baseline wandering) and make it difficult for the receiver
to decode correctly. A good line coding scheme needs to prevent baseline wandering. 

DC Components
When the voltage level in a digital signal is constant for a while, the spectrum cre-
ates very low frequencies (results of Fourier analysis). These frequencies around
zero, called DC (direct-current) components, present problems for a system that can-
not pass low frequencies or a system that uses electrical coupling (via a trans-
former). We can say that DC component means 0/1 parity that can cause base-line
wondering. For example, a telephone line cannot pass frequencies below 200 Hz.
Also a long-distance link may use one or more transformers to isolate different parts
of the line electrically. For these systems, we need a scheme with no DC component.

Self-synchronization
To correctly interpret the signals received from the sender, the receiver’s bit intervals
must correspond exactly to the sender’s bit intervals. If the receiver clock is faster or
slower, the bit intervals are not matched and the receiver might misinterpret the signals.
Figure 4.3 shows a situation in which the receiver has a shorter bit duration. The sender
sends 10110001, while the receiver receives 110111000011.  

A self-synchronizing digital signal includes timing information in the data being
transmitted. This can be achieved if there are transitions in the signal that alert the
receiver to the beginning, middle, or end of the pulse. If the receiver’s clock is out of
synchronization, these points can reset the clock.

Example 4.3

In a digital transmission, the receiver clock is 0.1 percent faster than the sender clock. How many
extra bits per second does the receiver receive if the data rate is 1 kbps? How many if the data
rate is 1 Mbps? 

Solution
At 1 kbps, the receiver receives 1001 bps instead of 1000 bps.

 Nmax =  (1/c) × B × r = 2 × B × log2 L 
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100 PART II PHYSICAL LAYER

At 1 Mbps, the receiver receives 1,001,000 bps instead of 1,000,000 bps.

Built-in Error Detection
It is desirable to have a built-in error-detecting capability in the generated code to
detect some or all of the errors that occurred during transmission. Some encoding
schemes that we will discuss have this capability to some extent.

Immunity to Noise and Interference
Another desirable code characteristic is a code that is immune to noise and other inter-
ferences. Some encoding schemes that we will discuss have this capability.

Complexity
A complex scheme is more costly to implement than a simple one. For example, a
scheme that uses four signal levels is more difficult to interpret than one that uses only
two levels. 

4.1.2 Line Coding Schemes
We can roughly divide line coding schemes into five broad categories, as shown in
Figure 4.4.

There are several schemes in each category. We need to be familiar with all
schemes discussed in this section to understand the rest of the book. This section can be
used as a reference for schemes encountered later. 

Unipolar Scheme

In a unipolar scheme, all the signal levels are on one side of the time axis, either above
or below. 

Figure 4.3 Effect of lack of synchronization

1000 bits sent → 1001 bits received  → 1 extra bps

1,000,000 bits sent → 1,001,000 bits received  → 1000 extra bps 

Time

1 0 1 1 0 0 0 1

Time

1 1 0 1 1 1 1 100 0 0
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b. Received

• • •

• • •
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CHAPTER 4 DIGITAL TRANSMISSION 101

NRZ (Non-Return-to-Zero)
Traditionally, a unipolar scheme was designed as a non-return-to-zero (NRZ) scheme
in which the positive voltage defines bit 1 and the zero voltage defines bit 0. It is called
NRZ because the signal does not return to zero at the middle of the bit. Figure 4.5
shows a unipolar NRZ scheme. 

Compared with its polar counterpart (see the next section), this scheme is very
costly. As we will see shortly, the normalized power (the power needed to send 1 bit per
unit line resistance) is double that for polar NRZ. For this reason, this scheme is nor-
mally not used in data communications today. 

Polar Schemes

In polar schemes, the voltages are on both sides of the time axis. For example, the volt-
age level for 0 can be positive and the voltage level for 1 can be negative.

Non-Return-to-Zero (NRZ)
In polar NRZ encoding, we use two levels of voltage amplitude. We can have two ver-
sions of polar NRZ: NRZ-L and NRZ-I, as shown in Figure 4.6. The figure also shows
the value of r, the average baud rate, and the bandwidth. In the first variation, NRZ-L
(NRZ-Level), the level of the voltage determines the value of the bit. In the second
variation, NRZ-I (NRZ-Invert), the change or lack of change in the level of the voltage
determines the value of the bit. If there is no change, the bit is 0; if there is a change, the
bit is 1.

Figure 4.4 Line coding schemes

Figure 4.5 Unipolar NRZ scheme
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102 PART II PHYSICAL LAYER

Let us compare these two schemes based on the criteria we previously defined.
Although baseline wandering is a problem for both variations, it is twice as severe in
NRZ-L. If there is a long sequence of 0s or 1s in NRZ-L, the average signal power
becomes skewed. The receiver might have difficulty discerning the bit value. In NRZ-I
this problem occurs only for a long sequence of 0s. If somehow we can eliminate the
long sequence of 0s, we can avoid baseline wandering. We will see shortly how this can
be done. 

The synchronization problem (sender and receiver clocks are not synchronized)
also exists in both schemes. Again, this problem is more serious in NRZ-L than in
NRZ-I. While a long sequence of 0s can cause a problem in both schemes, a long
sequence of 1s affects only NRZ-L.

Another problem with NRZ-L occurs when there is a sudden change of polarity in
the system. For example, if twisted-pair cable is the medium, a change in the polarity of
the wire results in all 0s interpreted as 1s and all 1s interpreted as 0s. NRZ-I does not
have this problem. Both schemes have an average signal rate of N/2 Bd. 

Let us discuss the bandwidth. Figure 4.6 also shows the normalized bandwidth for
both variations. The vertical axis shows the power density (the power for each 1 Hz of
bandwidth); the horizontal axis shows the frequency. The bandwidth reveals a very
serious problem for this type of encoding. The value of the power density is very high
around frequencies close to zero. This means that there are DC components that carry a
high level of energy. As a matter of fact, most of the energy is concentrated in frequen-
cies between 0 and N/2. This means that although the average of the signal rate is N/2,
the energy is not distributed evenly between the two halves. 

Figure 4.6 Polar NRZ-L and NRZ-I schemes

In NRZ-L the level of the voltage determines the value of the bit. In NRZ-I
the inversion or the lack of inversion determines the value of the bit.

NRZ-L and NRZ-I both have an average signal rate of N/2 Bd.

NRZ-L and NRZ-I both have a DC component problem.

NRZ-L

NRZ-I

0 1 0 0 1 1 1 0

Time

Time

No inversion: Next bit is 0 Inversion: Next bit is 1

Bandwidth

r = 1 Save = N/2

0

1

f /N

P

0

0.5

21

https://hemanthrajhemu.github.io



CHAPTER 4 DIGITAL TRANSMISSION 103

Example 4.4

A system is using NRZ-I to transfer 10-Mbps data. What are the average signal rate and mini-
mum bandwidth?

Solution
The average signal rate is S = N/2 = 500 kbaud. The minimum bandwidth for this average baud
rate is Bmin = S = 500 kHz.    

Return-to-Zero (RZ)
The main problem with NRZ encoding occurs when the sender and receiver clocks are
not synchronized. The receiver does not know when one bit has ended and the next bit
is starting. One solution is the return-to-zero (RZ) scheme, which uses three values:
positive, negative, and zero. In RZ, the signal changes not between bits but during the
bit. In Figure 4.7 we see that the signal goes to 0 in the middle of each bit. It remains
there until the beginning of the next bit. The main disadvantage of RZ encoding is that
it requires two signal changes to encode a bit and therefore occupies greater bandwidth.
The same problem we mentioned, a sudden change of polarity  resulting in all 0s inter-
preted as 1s and all 1s interpreted as 0s, still exists here, but  there is no DC component
problem. Another problem is the complexity: RZ uses three levels of voltage, which is
more complex to create and discern. As a result of all these deficiencies, the scheme is
not used today. Instead, it has been replaced by the better-performing Manchester and
differential Manchester schemes (discussed next). 

Biphase: Manchester and Differential Manchester
The idea of RZ (transition at the middle of the bit) and the idea of NRZ-L are combined
into the Manchester scheme. In Manchester encoding, the duration of the bit is divided
into two halves. The voltage remains at one level during the first half and moves to the
other level in the second half. The transition at the middle of the bit provides synchroni-
zation. Differential Manchester, on the other hand, combines the ideas of RZ and
NRZ-I. There is always a transition at the middle of the bit, but the bit values are deter-
mined at the beginning of the bit. If the next bit is 0, there is a transition; if the next bit
is 1, there is none. Figure 4.8 shows both Manchester and differential Manchester
encoding. 

The Manchester scheme overcomes several problems associated with NRZ-L, and
differential Manchester overcomes several problems associated with NRZ-I. First, there

Figure 4.7 Polar RZ scheme
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104 PART II PHYSICAL LAYER

is no baseline wandering. There is no DC component because each bit has a positive and
negative voltage contribution. The only drawback is the signal rate. The signal rate for
Manchester and differential Manchester is double that for NRZ. The reason is that there
is always one transition at the middle of the bit and maybe one transition at the end of
each bit. Figure 4.8 shows both Manchester and differential Manchester encoding
schemes. Note that Manchester and differential Manchester schemes are also called
biphase schemes. 

Bipolar Schemes

In bipolar encoding (sometimes called multilevel binary), there are three voltage lev-
els: positive, negative, and zero. The voltage level for one data element is at zero, while
the voltage level for the other element alternates between positive and negative. 

AMI and Pseudoternary
Figure 4.9 shows two variations of bipolar encoding: AMI and pseudoternary. A com-
mon bipolar encoding scheme is called bipolar alternate mark inversion (AMI). In
the term alternate mark inversion, the word mark comes from telegraphy and means 1.
So AMI means alternate 1 inversion. A neutral zero voltage represents binary 0. Binary

Figure 4.8 Polar biphase: Manchester and differential Manchester schemes
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CHAPTER 4 DIGITAL TRANSMISSION 105

1s are represented by alternating positive and negative voltages. A variation of AMI
encoding is called pseudoternary in which the 1 bit is encoded as a zero voltage and
the 0 bit is encoded as alternating positive and negative voltages.

The bipolar scheme was developed as an alternative to NRZ. The bipolar scheme
has the same signal rate as NRZ, but there is no DC component. The NRZ scheme has
most of its energy concentrated near zero frequency, which makes it unsuitable for
transmission over channels with poor performance around this frequency. The concen-
tration of the energy in bipolar encoding is around frequency N/2. Figure 4.9 shows the
typical energy concentration for a bipolar scheme. 

One may ask why we do not have a DC component in bipolar encoding. We can
answer this question by using the Fourier transform, but we can also think about it intu-
itively. If we have a long sequence of 1s, the voltage level alternates between positive
and negative; it is not constant. Therefore, there is no DC component. For a long
sequence of 0s, the voltage remains constant, but its amplitude is zero, which is the
same as having no DC component. In other words, a sequence that creates a constant
zero voltage does not have a DC component. 

AMI is commonly used for long-distance communication, but it has a synchroniza-
tion problem when a long sequence of 0s is present in the data. Later in the chapter, we
will see how a scrambling technique can solve this problem. 

Multilevel Schemes

The desire to increase the data rate or decrease the required bandwidth has resulted in
the creation of many schemes. The goal is to increase the number of bits per baud by
encoding a pattern of m data elements into a pattern of n signal elements. We only have
two types of data elements (0s and 1s), which means that a group of m data elements
can produce a combination of 2m data patterns. We can have different types of signal
elements by allowing different signal levels. If we have L different levels, then we can
produce Ln combinations of signal patterns. If 2m = Ln, then each data pattern is
encoded into one signal pattern. If 2m < Ln, data patterns occupy only a subset of signal
patterns. The subset can be carefully designed to prevent baseline wandering, to pro-
vide synchronization, and to detect errors that occurred during data transmission. Data
encoding is not possible if 2m > Ln because some of the data patterns cannot be
encoded.

Figure 4.9 Bipolar schemes: AMI and pseudoternary
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106 PART II PHYSICAL LAYER

The code designers have classified these types of coding as mBnL, where m is the
length of the binary pattern, B means binary data, n is the length of the signal pattern,
and L is the number of levels in the signaling. A letter is often used in place of L: B
(binary) for L = 2, T (ternary) for L = 3, and Q (quaternary) for L = 4. Note that the first
two letters define the data pattern, and the second two define the signal pattern. 

2B1Q
The first mBnL scheme we discuss, two binary, one quaternary (2B1Q), uses data
patterns of size 2 and encodes the 2-bit patterns as one signal element belonging to a
four-level signal. In this type of encoding m = 2, n = 1, and L = 4 (quaternary). Figure 4.10
shows an example of a 2B1Q signal.  

The average signal rate of 2B1Q is S = N/4. This means that using 2B1Q, we can
send data 2 times faster than by using NRZ-L. However, 2B1Q uses four different sig-
nal levels, which means the receiver has to discern four different thresholds. The
reduced bandwidth comes with a price. There are no redundant signal patterns in this
scheme because 22 = 41. 

The 2B1Q scheme is used in DSL (Digital Subscriber Line) technology to provide
a high-speed connection to the Internet by using subscriber telephone lines (see
Chapter 14). 

8B6T
A very interesting scheme is eight binary, six ternary (8B6T). This code is used with
100BASE-4T cable, as we will see in Chapter 13. The idea is to encode a pattern of
8 bits as a pattern of six signal elements, where the signal has three levels (ternary). In
this type of scheme, we can have 28 = 256 different data patterns and 36 = 729 different
signal patterns. The mapping table is shown in Appendix F. There are 729 − 256 = 473
redundant signal elements that provide synchronization and error detection. Part of the

In mBnL schemes, a pattern of m data elements is encoded as a pattern of n signal 
elements in which 2m ≤ Ln. 

Figure 4.10 Multilevel: 2B1Q scheme
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redundancy is also used to provide DC balance. Each signal pattern has a weight of 0 or
+1 DC values. This means that there is no pattern with the weight −1. To make the
whole stream DC-balanced, the sender keeps track of the weight. If two groups of
weight 1 are encountered one after another, the first one is sent as is, while the next one is
totally inverted to give a weight of  −1.

Figure 4.11 shows an example of three data patterns encoded as three signal pat-
terns. The three possible signal levels are represented as −, 0, and +. The first 8-bit
pattern 00010001 is encoded as the signal pattern − 0 − 0 + + with weight 0; the sec-
ond 8-bit pattern 01010011 is encoded as − + − + + 0 with weight +1. The third 8-bit
pattern 01010000 should be encoded as + − − + 0 + with weight +1. To create DC

balance, the sender inverts the actual signal. The receiver can easily recognize that
this is an inverted pattern because the weight is −1. The pattern is inverted before
decoding. 

The average signal rate of the scheme is theoretically Save =  × N × ; in practice
the minimum bandwidth is very close to 6N/8. 

4D-PAM5
The last signaling scheme we discuss in this category is called four-dimensional five-
level pulse amplitude modulation (4D-PAM5). The 4D means that data is sent over four
wires at the same time. It uses five voltage levels, such as −2, −1, 0, 1, and 2. However, one
level, level 0, is used only for forward error detection (discussed in Chapter 10). If we
assume that the code is just one-dimensional, the four levels create something similar to
8B4Q. In other words, an 8-bit word is translated to a signal element of four different levels.
The worst signal rate for this imaginary one-dimensional version is N × 4/8, or N/2. 

The technique is designed to send data over four channels (four wires). This means
the signal rate can be reduced to N/8, a significant achievement. All 8 bits can be fed
into a wire simultaneously and sent by using one signal element. The point here is that
the four signal elements comprising one signal group are sent simultaneously in a four-
dimensional setting. Figure 4.12 shows the imaginary one-dimensional and the actual
four-dimensional implementation. Gigabit LANs (see Chapter 13) use this technique to
send 1-Gbps data over four copper cables that can handle 125 Mbaud. This scheme has
a lot of redundancy in the signal pattern because 28 data patterns are matched to 44 =
256 signal patterns. The extra signal patterns can be used for other purposes such as
error detection. 

Figure 4.11 Multilevel: 8B6T scheme
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Multitransition: MLT-3

NRZ-I and differential Manchester are classified as differential encoding but use two
transition rules to encode binary data (no inversion, inversion). If we have a signal with
more than two levels, we can design a differential encoding scheme with more than two
transition rules. MLT-3 is one of them. The multiline transmission, three-level (MLT-3)
scheme uses three levels (+V, 0, and −V) and three transition rules to move between the
levels. 

1. If the next bit is 0, there is no transition. 

2. If the next bit is 1 and the current level is not 0, the next level is 0.

3. If the next bit is 1 and the current level is 0, the next level is the opposite of the last
nonzero level.

The behavior of MLT-3 can best be described by the state diagram shown in Figure 4.13.
The three voltage levels (−V, 0, and +V) are shown by three states (ovals). The transition
from one state (level) to another is shown by the connecting lines. Figure 4.13 also shows
two examples of an MLT-3 signal. 

One might wonder why we need to use MLT-3, a scheme that maps one bit to one
signal element. The signal rate is the same as that for NRZ-I, but with greater complex-
ity (three levels and complex transition rules). It turns out that the shape of the signal in
this scheme helps to reduce the required bandwidth. Let us look at the worst-case sce-
nario, a sequence of 1s. In this case, the signal element pattern +V 0 −V 0 is repeated
every 4 bits. A nonperiodic signal has changed to a periodic signal with the period
equal to 4 times the bit duration. This worst-case situation can be simulated as an ana-
log signal with a frequency one-fourth of the bit rate. In other words, the signal rate for
MLT-3 is one-fourth the bit rate. This makes MLT-3 a suitable choice when we need to
send 100 Mbps on a copper wire that cannot support more than 32 MHz (frequencies
above this level create electromagnetic emissions). MLT-3 and LANs are discussed in
Chapter 13.

Figure 4.12 Multilevel: 4D-PAM5 scheme
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Summary of Line Coding Schemes

We summarize in Table 4.1 the characteristics of the different schemes discussed. 

4.1.3 Block Coding
We need redundancy to ensure synchronization and to provide some kind of inherent
error detecting. Block coding can give us this redundancy and improve the perfor-
mance of line coding. In general, block coding changes a block of m bits into a block
of n bits, where n is larger than m. Block coding is referred to as an mB/nB encoding
technique. 

Figure 4.13 Multitransition: MLT-3 scheme

Table 4.1 Summary of line coding schemes

Category Scheme Bandwidth
(average)

Characteristics

Unipolar NRZ B = N/2 Costly, no self-synchronization if long 0s or 
1s, DC

Polar

NRZ-L B = N/2 No self-synchronization if long 0s or 1s, DC

NRZ-I B = N/2 No self-synchronization for long 0s, DC

Biphase B = N Self-synchronization, no DC, high bandwidth
Bipolar AMI B = N/2 No self-synchronization for long 0s, DC

Multilevel

2B1Q B = N/4 No self-synchronization for long same double 
bits

8B6T B = 3N/4 Self-synchronization, no DC

4D-PAM5 B = N/8 Self-synchronization, no DC

Multitransition MLT-3 B = N/3 No self-synchronization for long 0s

Block coding is normally referred to as mB/nB coding;
it replaces each m-bit group with an n-bit group. 
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The slash in block encoding (for example, 4B/5B) distinguishes block encoding
from multilevel encoding (for example, 8B6T), which is written without a slash. Block
coding normally involves three steps: division, substitution, and combination. In the
division step, a sequence of bits is divided into groups of m bits. For example, in 4B/5B
encoding, the original bit sequence is divided into 4-bit groups. The heart of block cod-
ing is the substitution step. In this step, we substitute an m-bit group with an n-bit
group. For example, in 4B/5B encoding we substitute a 4-bit group with a 5-bit group.
Finally, the n-bit groups are combined to form a stream. The new stream has more bits
than the original bits. Figure 4.14 shows the procedure. 

4B/5B

The four binary/five binary (4B/5B) coding scheme was designed to be used in com-
bination with NRZ-I. Recall that NRZ-I has a good signal rate, one-half that of the
biphase, but it has a synchronization problem. A long sequence of 0s can make the
receiver clock lose synchronization. One solution is to change the bit stream, prior to
encoding with NRZ-I, so that it does not have a long stream of 0s. The 4B/5B scheme
achieves this goal. The block-coded stream does not have more that three consecutive
0s, as we will see later. At the receiver, the NRZ-I encoded digital signal is first
decoded into a stream of bits and then decoded to remove the redundancy. Figure 4.15
shows the idea. 

Figure 4.14 Block coding concept

Figure 4.15 Using block coding 4B/5B with NRZ-I line coding scheme
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In 4B/5B, the 5-bit output that replaces the 4-bit input has no more than one leading
zero (left bit) and no more than two trailing zeros (right bits). So when different groups
are combined to make a new sequence, there are never more than three consecutive 0s.
(Note that NRZ-I has no problem with sequences of 1s.) Table 4.2 shows the corre-
sponding pairs used in 4B/5B encoding. Note that the first two columns pair a 4-bit
group with a 5-bit group. A group of 4 bits can have only 16 different combinations
while a group of 5 bits can have 32 different combinations. This means that there are 16
groups that are not used for 4B/5B encoding. Some of these unused groups are used for
control purposes; the others are not used at all. The latter provide a kind of error detec-
tion. If a 5-bit group arrives that belongs to the unused portion of the table, the receiver
knows that there is an error in the transmission.

Figure 4.16 shows an example of substitution in 4B/5B coding. 4B/5B encoding
solves the problem of synchronization and overcomes one of the deficiencies of NRZ-I.
However, we need to remember that it increases the signal rate of NRZ-I. The redun-
dant bits add 20 percent more baud. Still, the result is less than the biphase scheme
which has a signal rate of 2 times that of NRZ-I. However, 4B/5B block encoding does
not solve the DC component problem of NRZ-I. If a DC component is unacceptable, we
need to use biphase or bipolar encoding. 

Example 4.5

We need to send data at a 1-Mbps rate. What is the minimum required bandwidth, using a combi-
nation of 4B/5B and NRZ-I or Manchester coding?

Solution
First 4B/5B block coding increases the bit rate to 1.25 Mbps. The minimum bandwidth using
NRZ-I is N/2 or 625 kHz. The Manchester scheme needs a minimum bandwidth of 1 MHz. The

Table 4.2 4B/5B mapping codes

Data Sequence Encoded Sequence Control Sequence Encoded Sequence

0000 11110 Q (Quiet) 00000
0001 01001 I (Idle) 11111
0010 10100 H (Halt) 00100
0011 10101 J (Start delimiter) 11000
0100 01010 K (Start delimiter) 10001
0101 01011 T (End delimiter) 01101
0110 01110 S (Set) 11001
0111 01111 R (Reset) 00111
1000 10010
1001 10011
1010 10110
1011 10111
1100 11010
1101 11011
1110 11100
1111 11101
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first choice needs a lower bandwidth, but has a DC component problem; the second choice needs
a higher bandwidth, but does not have a DC component problem. 

8B/10B

The eight binary/ten binary (8B/10B) encoding is similar to 4B/5B encoding except
that a group of 8 bits of data is now substituted by a 10-bit code. It provides greater
error detection capability than 4B/5B. The 8B/10B block coding is actually a combina-
tion of 5B/6B and 3B/4B encoding, as shown in Figure 4.17.  

The five most significant bits of a 10-bit block are fed into the 5B/6B encoder; the
three least significant bits are fed into a 3B/4B encoder. The split is done to simplify the
mapping table. To prevent a long run of consecutive 0s or 1s, the code uses a disparity
controller which keeps track of excess 0s over 1s (or 1s over 0s). If the bits in the cur-
rent block create a disparity that contributes to the previous disparity (either direction),
then each bit in the code is complemented (a 0 is changed to a 1 and a 1 is changed to a 0).
The coding has 210 − 28 = 768 redundant groups that can be used for disparity checking
and error detection. In general, the technique is superior to 4B/5B because of better
built-in error-checking capability and better synchronization. 

Figure 4.16 Substitution in 4B/5B block coding

Figure 4.17 8B/10B block encoding
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4.1.4 Scrambling
Biphase schemes that are suitable for dedicated links between stations in a LAN are not
suitable for long-distance communication because of their wide bandwidth requirement.
The combination of block coding and NRZ line coding is not suitable for long-distance
encoding either, because of the DC component. Bipolar AMI encoding, on the other
hand, has a narrow bandwidth and does not create a DC component. However, a long
sequence of 0s upsets the synchronization. If we can find a way to avoid a long sequence
of 0s in the original stream, we can use bipolar AMI for long distances. We are looking
for a technique that does not increase the number of bits and does provide synchroniza-
tion. We are looking for a solution that substitutes long zero-level pulses with a combi-
nation of other levels to provide synchronization. One solution is called scrambling. We
modify part of the AMI rule to include scrambling, as shown in Figure 4.18. Note that
scrambling, as opposed to block coding, is done at the same time as encoding. The
system needs to insert the required pulses based on the defined scrambling rules. Two
common scrambling techniques are B8ZS and HDB3.

B8ZS

Bipolar with 8-zero substitution (B8ZS) is commonly used in North America. In
this technique, eight consecutive zero-level voltages are replaced by the sequence
000VB0VB. The V in the sequence denotes violation; this is a nonzero voltage that
breaks an AMI rule of encoding (opposite polarity from the previous). The B in the
sequence denotes bipolar, which means a nonzero level voltage in accordance with the
AMI rule. There are two cases, as shown in Figure 4.19. 

Figure 4.18 AMI used with scrambling 

Figure 4.19 Two cases of B8ZS scrambling technique
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Note that the scrambling in this case does not change the bit rate. Also, the tech-
nique balances the positive and negative voltage levels (two positives and two nega-
tives), which means that the DC balance is maintained. Note that the substitution may
change the polarity of a 1 because, after the substitution, AMI needs to follow its rules. 

One more point is worth mentioning. The letter V (violation) or B (bipolar) here is
relative. The V means the same polarity as the polarity of the previous nonzero pulse;
B means the polarity opposite to the polarity of the previous nonzero pulse.

HDB3

High-density bipolar 3-zero (HDB3) is commonly used outside of North America. In
this technique, which is more conservative than B8ZS, four consecutive zero-level volt-
ages are replaced with a sequence of 000V or B00V. The reason for two different sub-
stitutions is to maintain the even number of nonzero pulses after each substitution. The
two rules can be stated as follows:

1. If the number of nonzero pulses after the last substitution is odd, the substitution
pattern will be 000V, which makes the total number of nonzero pulses even. 

2. If the number of nonzero pulses after the last substitution is even, the substitution
pattern will be B00V, which makes the total number of nonzero pulses even. 

Figure 4.20 shows an example.  

There are several points we need to mention here. First, before the first substitu-
tion, the number of nonzero pulses is even, so the first substitution is B00V. After this
substitution, the polarity of the 1 bit is changed because the AMI scheme, after each
substitution, must follow its own rule. After this bit, we need another substitution,
which is 000V because we have only one nonzero pulse (odd) after the last substitution.
The third substitution is B00V because there are no nonzero pulses after the second
substitution (even). 

B8ZS substitutes eight consecutive zeros with 000VB0VB. 

Figure 4.20 Different situations in HDB3 scrambling technique
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4.2 ANALOG-TO-DIGITAL CONVERSION
The techniques described in Section  4.1 convert digital data to digital signals. Some-
times, however, we have an analog signal such as one created by a microphone or cam-
era. We have seen in Chapter 3 that a digital signal is superior to an analog signal. The
tendency today is to change an analog signal to digital data. In this section we describe
two techniques, pulse code modulation and delta modulation. After the digital data are
created (digitization), we can use one of the techniques described in Section 4.1 to con-
vert the digital data to a digital signal. 

4.2.1 Pulse Code Modulation (PCM)
The most common technique to change an analog signal to digital data (digitization) is
called pulse code modulation (PCM). A PCM encoder has three processes, as shown in
Figure 4.21.

1. The analog signal is sampled.

2. The sampled signal is quantized.

3. The quantized values are encoded as streams of bits. 

Sampling

The first step in PCM is sampling. The analog signal is sampled every Ts s, where Ts is
the sample interval or period. The inverse of the sampling interval is called the sam-
pling rate or sampling frequency and denoted by fs, where fs = 1/Ts. There are three
sampling methods—ideal, natural, and flat-top—as shown in Figure 4.22. 

In ideal sampling, pulses from the analog signal are sampled. This is an ideal sam-
pling method and cannot be easily implemented. In natural sampling, a high-speed
switch is turned on for only the small period of time when the sampling occurs. The
result is a sequence of samples that retains the shape of the analog signal. The most

Figure 4.21 Components of PCM encoder
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common sampling method, called sample and hold, however, creates flat-top samples
by using a circuit. 

The sampling process is sometimes referred to as pulse amplitude modulation
(PAM). We need to remember, however, that the result is still an analog signal with
nonintegral values. 

Sampling Rate
One important consideration is the sampling rate or frequency. What are the restrictions
on Ts? This question was elegantly answered by Nyquist. According to the Nyquist the-
orem, to reproduce the original analog signal, one necessary condition is that the sam-
pling rate be at least twice the highest frequency in the original signal. 

We need to elaborate on the theorem at this point. First, we can sample a signal
only if the signal is band-limited. In other words, a signal with an infinite bandwidth
cannot be sampled. Second, the sampling rate must be at least 2 times the highest fre-
quency, not the bandwidth. If the analog signal is low-pass, the bandwidth and the
highest frequency are the same value. If the analog signal is bandpass, the bandwidth
value is lower than the value of the maximum frequency. Figure 4.23 shows the value
of the sampling rate for two types of signals.   

Example 4.6

For an intuitive example of the Nyquist theorem, let us sample a simple sine wave at three sam-
pling rates: fs = 4f (2 times the Nyquist rate), fs = 2f (Nyquist rate), and fs = f (one-half the
Nyquist rate). Figure 4.24 shows the sampling and the subsequent recovery of the signal.  

It can be seen that sampling at the Nyquist rate can create a good approximation of the orig-
inal sine wave (part a). Oversampling in part b can also create the same approximation, but it is
redundant and unnecessary. Sampling below the Nyquist rate (part c) does not produce a signal
that looks like the original sine wave. 

Example 4.7

As an interesting example, let us see what happens if we sample a periodic event such as the rev-
olution of a hand of a clock. The second hand of a clock has a period of 60 s. According to the

Figure 4.22 Three different sampling methods for PCM
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Nyquist theorem, we need to sample the hand (take and send a picture) every 30 s (Ts = T or fs =
2f ). In Figure 4.25a, the sample points, in order, are 12, 6, 12, 6, 12, and 6. The receiver of the
samples cannot tell if the clock is moving forward or backward. In part b, we sample at double
the Nyquist rate (every 15 s). The sample points, in order, are 12, 3, 6, 9, and 12. The clock is
moving forward. In part c, we sample below the Nyquist rate (Ts = T or fs = f ). The sample

Figure 4.23 Nyquist sampling rate for low-pass and bandpass signals

Figure 4.24 Recovery of a sampled sine wave for different sampling rates
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points, in order, are 12, 9, 6, 3, and 12. Although the clock is moving forward, the receiver thinks
that the clock is moving backward.

Example 4.8

An example related to Example 4.7 is the seemingly backward rotation of the wheels of a forward-
moving car in a movie. This can be explained by undersampling. A movie is filmed at 24 frames
per second. If a wheel is rotating more than 12 times per second, the undersampling creates the
impression of a backward rotation. 

Example 4.9

Telephone companies digitize voice by assuming a maximum frequency of 4000 Hz. The sam-
pling rate therefore is 8000 samples per second.

Example 4.10

A complex low-pass signal has a bandwidth of 200 kHz. What is the minimum sampling rate for
this signal?

Solution
The bandwidth of a low-pass signal is between 0 and f, where f is the maximum frequency in the
signal. Therefore, we can sample this signal at 2 times the highest frequency (200 kHz). The sam-
pling rate is therefore 400,000 samples per second.

Figure 4.25 Sampling of a clock with only one hand 
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Example 4.11

A complex bandpass signal has a bandwidth of 200 kHz. What is the minimum sampling rate for
this signal?

Solution
We cannot find the minimum sampling rate in this case because we do not know where the band-
width starts or ends. We do not know the maximum frequency in the signal. 

Quantization

The result of sampling is a series of pulses with amplitude values between the maxi-
mum and minimum amplitudes of the signal. The set of amplitudes can be infinite with
nonintegral values between the two limits. These values cannot be used in the encoding
process. The following are the steps in quantization:

1. We assume that the original analog signal has instantaneous amplitudes between
Vmin and Vmax. 

2. We divide the range into L zones, each of height Δ (delta).

D  5  

3. We assign quantized values of 0 to L − 1 to the midpoint of each zone.

4. We approximate the value of the sample amplitude to the quantized values. 
As a simple example, assume that we have a sampled signal and the sample amplitudes
are between −20 and +20 V. We decide to have eight levels (L = 8). This means that
Δ = 5 V. Figure 4.26 shows this example. 

We have shown only nine samples using ideal sampling (for simplicity). The
value at the top of each sample in the graph shows the actual amplitude. In the chart,
the first row is the normalized value for each sample (actual amplitude/Δ). The quanti-
zation process selects the quantization value from the middle of each zone. This
means that the normalized quantized values (second row) are different from the nor-
malized amplitudes. The difference is called the normalized error (third row). The
fourth row is the quantization code for each sample based on the quantization levels
at the left of the graph. The encoded words (fifth row) are the final products of the
conversion. 

Quantization Levels
In the previous example, we showed eight quantization levels. The choice of L, the
number of levels, depends on the range of the amplitudes of the analog signal and how
accurately we need to recover the signal. If the amplitude of a signal fluctuates between
two values only, we need only two levels; if the signal, like voice, has many amplitude
values, we need more quantization levels. In audio digitizing, L is normally chosen to
be 256; in video it is normally thousands. Choosing lower values of L increases the
quantization error if there is a lot of fluctuation in the signal. 

Quantization Error
One important issue is the error created in the quantization process. (Later, we will see
how this affects high-speed modems.) Quantization is an approximation process. The

Vmax2Vmin

L
------------------------------

https://hemanthrajhemu.github.io



120 PART II PHYSICAL LAYER

input values to the quantizer are the real values; the output values are the approximated
values. The output values are chosen to be the middle value in the zone. If the input
value is also at the middle of the zone, there is no quantization error; otherwise, there is
an error. In the previous example, the normalized amplitude of the third sample is 3.24,
but the normalized quantized value is 3.50. This means that there is an error of +0.26.
The value of the error for any sample is less than  Δ/2. In other words, we have  −Δ/2 ≤
error ≤ Δ/2. 

The quantization error changes the signal-to-noise ratio of the signal, which in turn
reduces the upper limit capacity according to Shannon.

It can be proven that the contribution of the quantization error to the SNRdB of
the signal depends on the number of quantization levels L, or the bits per sample nb, as
shown in the following formula:

Example 4.12

What is the SNRdB in the example of Figure 4.26? 

Solution
We can use the formula to find the quantization. We have eight levels and 3 bits per sample, so
SNRdB = 6.02(3) + 1.76 = 19.82 dB. Increasing the number of levels increases the SNR. 

Figure 4.26 Quantization and encoding of a sampled signal
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Example 4.13

A telephone subscriber line must have an SNRdB above 40. What is the minimum number of bits
per sample? 

Solution
We can calculate the number of bits as

Telephone companies usually assign 7 or 8 bits per sample. 

Uniform Versus Nonuniform Quantization
For many applications, the distribution of the instantaneous amplitudes in the analog
signal is not uniform. Changes in amplitude often occur more frequently in the lower
amplitudes than in the higher ones. For these types of applications it is better to use
nonuniform zones. In other words, the height of Δ is not fixed; it is greater near the
lower amplitudes and less near the higher amplitudes. Nonuniform quantization can
also be achieved by using a process called companding and expanding. The signal is
companded at the sender before conversion; it is expanded at the receiver after conver-
sion. Companding means reducing the instantaneous voltage amplitude for large val-
ues; expanding is the opposite process. Companding gives greater weight to strong
signals and less weight to weak ones. It has been proved that nonuniform quantization
effectively reduces the SNRdB of quantization. 

Encoding

The last step in PCM is encoding. After each sample is quantized and the number of
bits per sample is decided, each sample can be changed to an nb-bit code word. In Fig-
ure 4.26 the encoded words are shown in the last row. A quantization code of 2 is
encoded as 010; 5 is encoded as 101; and so on. Note that the number of bits for each
sample is determined from the number of quantization levels. If the number of quanti-
zation levels is L, the number of bits is nb = log2 L. In our example L is 8 and nb is
therefore 3. The bit rate can be found from the formula

Example 4.14

We want to digitize the human voice. What is the bit rate, assuming 8 bits per sample?

Solution
The human voice normally contains frequencies from 0 to 4000 Hz. So the sampling rate and bit
rate are calculated as follows:

Original Signal Recovery

The recovery of the original signal requires the PCM decoder. The decoder first uses
circuitry to convert the code words into a pulse that holds the amplitude until the next

SNRdB 5 6.02nb 1 1.76 5 40   →   n 5 6.35

Bit rate 5 sampling rate 3 number of bits per sample 5 fs 3 nb

Sampling rate 5 4000 3 2 5 8000 samples/s

Bit rate 5 8000 3 8 5 64,000 bps 5 64 kbps
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pulse. After the staircase signal is completed, it is passed through a low-pass filter to
smooth the staircase signal into an analog signal. The filter has the same cutoff fre-
quency as the original signal at the sender. If the signal has been sampled at (or
greater than) the Nyquist sampling rate and if there are enough quantization levels,
the original signal will be recreated. Note that the maximum and minimum values of
the original signal can be achieved by using amplification. Figure 4.27 shows the
simplified process.  

PCM Bandwidth

Suppose we are given the bandwidth of a low-pass analog signal. If we then digitize the
signal, what is the new minimum bandwidth of the channel that can pass this digitized
signal? We have said that the minimum bandwidth of a line-encoded signal is Bmin = c ×
N × (1/r). We substitute the value of N in this formula: 

Bmin 5 c 3 N 3  5 c 3 nb 3 fs 3  5 c 3 nb 3 2 3 Banalog 3  

When 1/r = 1 (for a NRZ or bipolar signal) and c = (1/2) (the average situation), the
minimum bandwidth is

Bmin 5 nb 3 Banalog

This means the minimum bandwidth of the digital signal is nb times greater than the
bandwidth of the analog signal. This is the price we pay for digitization. 

Example 4.15

We have a low-pass analog signal of 4 kHz. If we send the analog signal, we need a channel with
a minimum bandwidth of 4 kHz. If we digitize the signal and send 8 bits per sample, we need a
channel with a minimum bandwidth of 8 × 4 kHz = 32 kHz. 

Figure 4.27 Components of a PCM decoder
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Maximum Data Rate of a Channel

In Chapter 3, we discussed the Nyquist theorem, which gives the data rate of a channel
as Nmax = 2 × B × log2 L. We can deduce this rate from the Nyquist sampling theorem
by using the following arguments.

1. We assume that the available channel is low-pass with bandwidth B.

2. We assume that the digital signal we want to send has L levels, where each level is
a signal element. This means r = 1/log2 L. 

3. We first pass the digital signal through a low-pass filter to cut off the frequencies
above B Hz.

4. We treat the resulting signal as an analog signal and sample it at 2 × B samples per
second and quantize it using L levels. Additional quantization levels are useless
because the signal originally had L levels. 

5. The resulting bit rate is N = fs × nb = 2 × B × log2 L. This is the maximum
bandwidth.

Nmax 5 2 3 B 3 log2 L   bps

Minimum Required Bandwidth

The previous argument can give us the minimum bandwidth if the data rate and the
number of signal levels are fixed. We can say

Bmin 5 Hz

4.2.2 Delta Modulation (DM)
PCM is a very complex technique. Other techniques have been developed to reduce the
complexity of PCM. The simplest is delta modulation. PCM finds the value of the sig-
nal amplitude for each sample; DM finds the change from the previous sample. Fig-
ure 4.28 shows the process. Note that there are no code words here; bits are sent one
after another.  

Figure 4.28  The process of delta modulation
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Modulator

The modulator is used at the sender site to create a stream of bits from an analog signal.
The process records the small positive or negative changes, called delta δ. If the delta is
positive, the process records a 1; if it is negative, the process records a 0. However, the
process needs a base against which the analog signal is compared. The modulator
builds a second signal that resembles a staircase. Finding the change is then reduced to
comparing the input signal with the gradually made staircase signal. Figure 4.29 shows
a diagram of the process.  

The modulator, at each sampling interval, compares the value of the analog signal
with the last value of the staircase signal. If the amplitude of the analog signal is
larger, the next bit in the digital data is 1; otherwise, it is 0. The output of the compar-
ator, however, also makes the staircase itself. If the next bit is 1, the staircase maker
moves the last point of the staircase signal δ up; if the next bit is 0, it moves it δ down.
Note that we need a delay unit to hold the staircase function for a period between two
comparisons. 

Demodulator

The demodulator takes the digital data and, using the staircase maker and the
delay unit, creates the analog signal. The created analog signal, however, needs to
pass through a low-pass filter for smoothing. Figure 4.30 shows the schematic
diagram. 

Adaptive DM

A better performance can be achieved if the value of δ is not fixed. In adaptive
delta modulation, the value of δ changes according to the amplitude of the analog
signal. 

Quantization Error

It is obvious that DM is not perfect. Quantization error is always introduced in the pro-
cess. The quantization error of DM, however, is much less than that for PCM.

Figure 4.29 Delta modulation components
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4.3 TRANSMISSION MODES
Of primary concern when we are considering the transmission of data from one device
to another is the wiring, and of primary concern when we are considering the wiring is
the data stream. Do we send 1 bit at a time; or do we group bits into larger groups and,
if so, how? The transmission of binary data across a link can be accomplished in either
parallel or serial mode. In parallel mode, multiple bits are sent with each clock tick.
In serial mode, 1 bit is sent with each clock tick. While there is only one way to send
parallel data, there are three subclasses of serial transmission: asynchronous, synchro-
nous, and isochronous (see Figure 4.31).

4.3.1 Parallel Transmission
Binary data, consisting of 1s and 0s, may be organized into groups of n bits each.
Computers produce and consume data in groups of bits much as we conceive of and use
spoken language in the form of words rather than letters. By grouping, we can send
data n bits at a time instead of 1. This is called parallel transmission.

The mechanism for parallel transmission is a conceptually simple one: Use n wires
to send n bits at one time. That way each bit has its own wire, and all n bits of one

Figure 4.30 Delta demodulation components

Figure 4.31 Data transmission and modes
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group can be transmitted with each clock tick from one device to another. Figure 4.32
shows how parallel transmission works for n = 8. Typically, the eight wires are bundled
in a cable with a connector at each end.

The advantage of parallel transmission is speed. All else being equal, parallel
transmission can increase the transfer speed by a factor of n over serial transmission.
But there is a significant disadvantage: cost. Parallel transmission requires n communi-
cation lines (wires in the example) just to transmit the data stream. Because this is
expensive, parallel transmission is usually limited to short distances.

4.3.2 Serial Transmission
In serial transmission one bit follows another, so we need only one communica-
tion channel rather than n to transmit data between two communicating devices (see
Figure 4.33).

The advantage of serial over parallel transmission is that with only one communi-
cation channel, serial transmission reduces the cost of transmission over parallel by
roughly a factor of n.

Figure 4.32 Parallel transmission

Figure 4.33 Serial transmission
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Since communication within devices is parallel, conversion devices are required at
the interface between the sender and the line (parallel-to-serial) and between the line
and the receiver (serial-to-parallel).

Serial transmission occurs in one of three ways: asynchronous, synchronous, and
isochronous.

Asynchronous Transmission

Asynchronous transmission is so named because the timing of a signal is unimportant.
Instead, information is received and translated by agreed upon patterns. As long as
those patterns are followed, the receiving device can retrieve the information without
regard to the rhythm in which it is sent. Patterns are based on grouping the bit stream
into bytes. Each group, usually 8 bits, is sent along the link as a unit. The sending sys-
tem handles each group independently, relaying it to the link whenever ready, without
regard to a timer.

Without synchronization, the receiver cannot use timing to predict when the next
group will arrive. To alert the receiver to the arrival of a new group, therefore, an extra
bit is added to the beginning of each byte. This bit, usually a 0, is called the start bit.
To let the receiver know that the byte is finished, 1 or more additional bits are appended
to the end of the byte. These bits, usually 1s, are called stop bits. By this method, each
byte is increased in size to at least 10 bits, of which 8 bits is information and 2 bits or
more are signals to the receiver. In addition, the transmission of each byte may then be
followed by a gap of varying duration. This gap can be represented either by an idle
channel or by a stream of additional stop bits.

The start and stop bits and the gap alert the receiver to the beginning and end of
each byte and allow it to synchronize with the data stream. This mechanism is called
asynchronous because, at the byte level, the sender and receiver do not have to be syn-
chronized. But within each byte, the receiver must still be synchronized with the
incoming bit stream. That is, some synchronization is required, but only for the dura-
tion of a single byte. The receiving device resynchronizes at the onset of each new byte.
When the receiver detects a start bit, it sets a timer and begins counting bits as they
come in. After n bits, the receiver looks for a stop bit. As soon as it detects the stop bit,
it waits until it detects the next start bit.

Figure 4.34 is a schematic illustration of asynchronous transmission. In this exam-
ple, the start bits are 0s, the stop bits are 1s, and the gap is represented by an idle line
rather than by additional stop bits.

The addition of stop and start bits and the insertion of gaps into the bit stream
make asynchronous transmission slower than forms of transmission that can operate

In asynchronous transmission, we send 1 start bit (0) at the beginning and 1 or more 
stop bits (1s) at the end of each byte. There may be a gap between bytes.

Asynchronous here means “asynchronous at the byte level,”
but the bits are still synchronized; their durations are the same.
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without the addition of control information. But it is cheap and effective, two advan-
tages that make it an attractive choice for situations such as low-speed communication.
For example, the connection of a keyboard to a computer is a natural application for
asynchronous transmission. A user types only one character at a time, types extremely
slowly in data processing terms, and leaves unpredictable gaps of time between
characters.

Synchronous Transmission

In synchronous transmission, the bit stream is combined into longer “frames,” which
may contain multiple bytes. Each byte, however, is introduced onto the transmission
link without a gap between it and the next one. It is left to the receiver to separate the
bit stream into bytes for decoding purposes. In other words, data are transmitted as an
unbroken string of 1s and 0s, and the receiver separates that string into the bytes, or
characters, it needs to reconstruct the information.

Figure 4.35 gives a schematic illustration of synchronous transmission. We have
drawn in the divisions between bytes. In reality, those divisions do not exist; the
sender puts its data onto the line as one long string. If the sender wishes to send data
in separate bursts, the gaps between bursts must be filled with a special sequence of 0s
and 1s that means idle. The receiver counts the bits as they arrive and groups them in
8-bit units.

Without gaps and start and stop bits, there is no built-in mechanism to help the
receiving device adjust its bit synchronization midstream. Timing becomes very impor-
tant, therefore, because the accuracy of the received information is completely depen-
dent on the ability of the receiving device to keep an accurate count of the bits as they
come in.

Figure 4.34 Asynchronous transmission

In synchronous transmission, we send bits one after another without start or stop
bits or gaps. It is the responsibility of the receiver to group the bits.
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The advantage of synchronous transmission is speed. With no extra bits or gaps to
introduce at the sending end and remove at the receiving end, and, by extension, with
fewer bits to move across the link, synchronous transmission is faster than asynchro-
nous transmission. For this reason, it is more useful for high-speed applications such as
the transmission of data from one computer to another. Byte synchronization is accom-
plished in the data-link layer.

We need to emphasize one point here. Although there is no gap between characters
in synchronous serial transmission, there may be uneven gaps between frames.

Isochronous

In real-time audio and video, in which uneven delays between frames are not accept-
able, synchronous transmission fails. For example, TV images are broadcast at the rate
of 30 images per second; they must be viewed at the same rate. If each image is sent by
using one or more frames, there should be no delays between frames. For this type of
application, synchronization between characters is not enough; the entire stream of bits
must be synchronized. The isochronous transmission guarantees that the data arrive at
a fixed rate.

4.4 END-CHAPTER MATERIALS
4.4.1 Recommended Reading
For more details about subjects discussed in this chapter, we recommend the following
books. The items in brackets […] refer to the reference list at the end of the text.

Books

Digital to digital conversion is discussed in [Pea92], [Cou01], and [Sta04]. Sampling
is discussed in [Pea92], [Cou01], and [Sta04]. [Hsu03] gives a good mathematical
approach to modulation and sampling. More advanced materials can be found in
[Ber96].

Figure 4.35 Synchronous transmission
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4.4.2 Key Terms

4.4.3 Summary
Digital-to-digital conversion involves three techniques: line coding, block coding, and
scrambling. Line coding is the process of converting digital data to a digital signal. We
can roughly divide line coding schemes into five broad categories: unipolar, polar,
bipolar, multilevel, and multitransition. Block coding provides redundancy to ensure
synchronization and inherent error detection. Block coding is normally referred to as
mB/nB coding; it replaces each m-bit group with an n-bit group. Scrambling provides
synchronization without increasing the number of bits. Two common scrambling tech-
niques are B8ZS and HDB3.

The most common technique to change an analog signal to digital data (digitiza-
tion) is called pulse code modulation (PCM). The first step in PCM is sampling. The
analog signal is sampled every Ts second, where Ts is the sample interval or period. The
inverse of the sampling interval is called the sampling rate or sampling frequency and
denoted by fs, where fs = 1/Ts. There are three sampling methods—ideal, natural, and
flat-top. According to the Nyquist theorem, to reproduce the original analog signal, one
necessary condition is that the sampling rate be at least twice the highest frequency in
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the original signal. Other sampling techniques have been developed to reduce the com-
plexity of PCM. The simplest is delta modulation. PCM finds the value of the signal
amplitude for each sample; DM finds the change from the previous sample.

While there is only one way to send parallel data, there are three subclasses of
serial transmission: asynchronous, synchronous, and isochronous. In asynchronous
transmission, we send 1 start bit (0) at the beginning and 1 or more stop bits (1s) at the
end of each byte. In synchronous transmission, we send bits one after another without
start or stop bits or gaps. It is the responsibility of the receiver to group the bits. The
isochronous mode provides synchronization for the entire stream of bits. In other
words, it guarantees that the data arrive at a fixed rate.

4.5 PRACTICE SET
4.5.1 Quizzes
A set of interactive quizzes for this chapter can be found on the book website. It is
strongly recommended that the student take the quizzes to check his/her understanding
of the materials before continuing with the practice set. 

4.5.2 Questions
Q4-1. List three techniques of digital-to-digital conversion.

Q4-2. Distinguish between a signal element and a data element.

Q4-3. Distinguish between data rate and signal rate.

Q4-4. Define baseline wandering and its effect on digital transmission.

Q4-5. Define a DC component and its effect on digital transmission.

Q4-6. Define the characteristics of a self-synchronizing signal.

Q4-7. List five line coding schemes discussed in this book.

Q4-8. Define block coding and give its purpose.

Q4-9. Define scrambling and give its purpose.

Q4-10. Compare and contrast PCM and DM.

Q4-11. What are the differences between parallel and serial transmission?

Q4-12. List three different techniques in serial transmission and explain the differences.

4.5.3 Problems
P4-1. Calculate the value of the signal rate for each case in Figure 4.2 if the data rate

is 1 Mbps and c = 1/2.

P4-2. In a digital transmission, the sender clock is 0.2 percent faster than the
receiver clock. How many extra bits per second does the sender send if the
data rate is 1 Mbps?

P4-3. Draw the graph of the NRZ-L scheme using each of the following data
streams, assuming that the last signal level has been positive. From the graphs,
guess the bandwidth for this scheme using the average number of changes
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in the signal level. Compare your guess with the corresponding entry in
Table 4.1.

P4-4. Repeat Problem P4-3 for the NRZ-I scheme.

P4-5. Repeat Problem P4-3 for the Manchester scheme.

P4-6. Repeat Problem P4-3 for the differential Manchester scheme.

P4-7. Repeat Problem P4-3 for the 2B1Q scheme, but use the following data
streams.

a. 0000000000000000

b. 1111111111111111

c. 0101010101010101

d. 0011001100110011

P4-8. Repeat Problem P4-3 for the MLT-3 scheme, but use the following data
streams.

P4-9. Find the 8-bit data stream for each case depicted in Figure 4.36.   

P4-10. An NRZ-I signal has a data rate of 100 Kbps. Using Figure 4.6, calculate the
value of the normalized energy (P) for frequencies at 0 Hz, 50 KHz, and
100 KHz.

a. 00000000 b. 11111111 c. 01010101 d. 00110011

a. 00000000 b. 11111111 c. 01010101 d. 00011000

Figure 4.36 Problem P4-9
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P4-11. A Manchester signal has a data rate of 100 Kbps. Using Figure 4.8, calculate
the value of the normalized energy (P) for frequencies at 0 Hz, 50 KHz, 100
KHz.

P4-12. The input stream to a 4B/5B block encoder is 

 Answer the following questions:

a. What is the output stream?

b. What is the length of the longest consecutive sequence of 0s in the input?

c. What is the length of the longest consecutive sequence of 0s in the output?

P4-13. How many invalid (unused) code sequences can we have in 5B/6B encoding?
How many in 3B/4B encoding?

P4-14. What is the result of scrambling the sequence 11100000000000 using each of
the following scrambling techniques? Assume that the last non-zero signal
level has been positive.

a. B8ZS

b. HDB3 (The number of nonzero pulses is odd after the last substitution.)

P4-15. What is the Nyquist sampling rate for each of the following signals?

a. A low-pass signal with bandwidth of 200 KHz?

b. A band-pass signal with bandwidth of 200 KHz if the lowest frequency is
100 KHz?

P4-16. We have sampled a low-pass signal with a bandwidth of 200 KHz using
1024 levels of quantization.

a. Calculate the bit rate of the digitized signal.

b. Calculate the SNRdB for this signal.

c. Calculate the PCM bandwidth of this signal.

P4-17. What is the maximum data rate of a channel with a bandwidth of 200 KHz if
we use four levels of digital signaling.

P4-18. An analog signal has a bandwidth of 20 KHz. If we sample this signal and
send it through a 30 Kbps channel, what is the SNRdB?

P4-19. We have a baseband channel with a 1-MHz bandwidth. What is the data rate
for this channel if we use each of the following line coding schemes?

P4-20. We want to transmit 1000 characters with each character encoded as 8 bits.

a. Find the number of transmitted bits for synchronous transmission.

b. Find the number of transmitted bits for asynchronous transmission.

c. Find the redundancy percent in each case.

0100 0000 0000 0000 0000 0001

a. NRZ-L b. Manchester c. MLT-3 d. 2B1Q
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4.6 SIMULATION EXPERIMENTS
4.6.1 Applets
We have created some Java applets to show some of the main concepts discussed in this
chapter. It is strongly recommended that the students activate these applets on the book
website and carefully examine the protocols in action. 
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C H A P T E R  5

Analog Transmission

n Chapter 3, we discussed the advantages and disadvantages of digital and analog
transmission. We saw that while digital transmission is very desirable, a low-pass

channel is needed. We also saw that analog transmission is the only choice if we have a
bandpass channel. Digital transmission was discussed in Chapter 4; we discuss analog
transmission in this chapter. 

Converting digital data to a bandpass analog signal is traditionally called digital-
to-analog conversion. Converting a low-pass analog signal to a bandpass analog signal
is traditionally called analog-to-analog conversion. In this chapter, we discuss these two
types of conversions in two sections:

❑ The first section discusses digital-to-analog conversion. The section shows how we
can change digital data to an analog signal when a band-pass channel is available.
The first method described is called amplitude shift keying (ASK), in which the
amplitude of a carrier is changed using the digital data. The second method
described is called frequency shift keying (FSK), in which the frequency of a car-
rier is changed using the digital data. The third method described is called phase
shift keying (PSK), in which the phase of a carrier signal is changed to represent
digital data. The fourth method described is called quadrature amplitude modula-
tion (QAM), in which both amplitude and phase of a carrier signal are changed to
represent digital data.

❑ The second section discusses analog-to-analog conversion. The section shows how
we can change an analog signal to a new analog signal with a smaller bandwidth.
The conversion is used when only a band-pass channel is available. The first
method is called amplitude modulation (AM), in which the amplitude of a carrier
is changed based on the changes in the original analog signal. The second method
is called frequency modulation (FM), in which the phase of a carrier is changed
based on the changes in the original analog signal. The third method is called
phase modulation (PM), in which the phase of a carrier signal is changed to show
the changes in the original signal. 

I
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5.1 DIGITAL-TO-ANALOG CONVERSION
Digital-to-analog conversion is the process of changing one of the characteristics of
an analog signal based on the information in digital data. Figure 5.1 shows the rela-
tionship between the digital information, the digital-to-analog modulating process,
and the resultant analog signal.

As discussed in Chapter 3, a sine wave is defined by three characteristics: ampli-
tude, frequency, and phase. When we vary any one of these characteristics, we create a
different version of that wave. So, by changing one characteristic of a simple electric
signal, we can use it to represent digital data. Any of the three characteristics can be
altered in this way, giving us at least three mechanisms for modulating digital data into
an analog signal: amplitude shift keying (ASK), frequency shift keying (FSK), and
phase shift keying (PSK). In addition, there is a fourth (and better) mechanism that
combines changing both the amplitude and phase, called quadrature amplitude mod-
ulation (QAM). QAM is the most efficient of these options and is the mechanism com-
monly used today (see Figure 5.2).

Figure 5.1 Digital-to-analog conversion

Figure 5.2 Types of digital-to-analog conversion
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5.1.1 Aspects of Digital-to-Analog Conversion
Before we discuss specific methods of digital-to-analog modulation, two basic issues
must be reviewed: bit and baud rates and the carrier signal.

Data Element Versus Signal Element

In Chapter 4, we discussed the concept of the data element versus the signal element.
We defined a data element as the smallest piece of information to be exchanged, the bit.
We also defined a signal element as the smallest unit of a signal that is constant.
Although we continue to use the same terms in this chapter, we will see that the nature
of the signal element is a little bit different in analog transmission. 

Data Rate Versus Signal Rate

We can define the data rate (bit rate) and the signal rate (baud rate) as we did for digital
transmission. The relationship between them is

S 5 N 3 baud 

where N is the data rate (bps) and r is the number of data elements carried in one signal
element. The value of r in analog transmission is r = log2 L, where L is the number of
different signal elements. The same nomenclature is used to simplify the comparisons. 

The same analogy we used in Chapter 4 for bit rate and baud rate applies here. In
transportation, a baud is analogous to a vehicle, and a bit is analogous to a passenger.
We need to maximize the number of people per car to reduce the traffic. 

Example 5.1

An analog signal carries 4 bits per signal element. If 1000 signal elements are sent per second,
find the bit rate.

Solution
In this case, r = 4, S = 1000, and N is unknown. We can find the value of N from

Example 5.2

An analog signal has a bit rate of 8000 bps and a baud rate of 1000 baud. How many data elements
are carried by each signal element? How many signal elements do we need? 

Solution
In this example, S = 1000, N = 8000, and r and L are unknown. We first find the value of r and
then the value of L.

Bit rate is the number of bits per second. Baud rate is the number of signal
elements per second. In the analog transmission of digital data,

the baud rate is less than or equal to the bit rate.

S 5 N 3 (1/r) or N 5 S 3 r 5 1000  3  4 5 4000 bps 

S 5 N 3 1/r  → r 5 N / S 5 8000 /10,000 5 8 bits/baud 

r 5 log2 L    → L 5 2r 5 28 5 256 

1
r
---
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Bandwidth

The required bandwidth for analog transmission of digital data is proportional to the
signal rate except for FSK, in which the difference between the carrier signals needs to
be added. We discuss the bandwidth for each technique. 

Carrier Signal

In analog transmission, the sending device produces a high-frequency signal that acts
as a base for the information signal. This base signal is called the carrier signal or car-
rier frequency. The receiving device is tuned to the frequency of the carrier signal that it
expects from the sender. Digital information then changes the carrier signal by modify-
ing one or more of its characteristics (amplitude, frequency, or phase). This kind of
modification is called modulation (shift keying).

5.1.2 Amplitude Shift Keying
In amplitude shift keying, the amplitude of the carrier signal is varied to create signal
elements. Both frequency and phase remain constant while the amplitude changes. 

Binary ASK (BASK)

Although we can have several levels (kinds) of signal elements, each with a different
amplitude, ASK is normally implemented using only two levels. This is referred to as
binary amplitude shift keying or on-off keying (OOK). The peak amplitude of one signal
level is 0; the other is the same as the amplitude of the carrier frequency. Figure 5.3
gives a conceptual view of binary ASK. 

Bandwidth for ASK
Figure 5.3 also shows the bandwidth for ASK. Although the carrier signal is only one
simple sine wave, the process of modulation produces a nonperiodic composite signal.
This signal, as was discussed in Chapter 3, has a continuous set of frequencies. As we
expect, the bandwidth is proportional to the signal rate (baud rate). However, there is
normally another factor involved, called d, which depends on the modulation and filter-
ing process. The value of d is between 0 and 1. This means that the bandwidth can be
expressed as shown, where S is the signal rate and the B is the bandwidth. 

B 5 (1 1 d) 3 S

Figure 5.3 Binary amplitude shift keying 
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The formula shows that the required bandwidth has a minimum value of S and a
maximum value of 2S. The most important point here is the location of the band-
width. The middle of the bandwidth is where fc, the carrier frequency, is located. This
means if we have a bandpass channel available, we can choose our fc so that the mod-
ulated signal occupies that bandwidth. This is in fact the most important advantage of
digital-to-analog conversion. We can shift the resulting bandwidth to match what is
available.

Implementation
The complete discussion of ASK implementation is beyond the scope of this book.
However, the simple ideas behind the implementation may help us to better understand
the concept itself. Figure 5.4 shows how we can simply implement binary ASK.   

If digital data are presented as a unipolar NRZ (see Chapter 4) digital signal with a
high voltage of 1 V and a low voltage of 0 V, the implementation can achieved by
multiplying the NRZ digital signal by the carrier signal coming from an oscillator.
When the amplitude of the NRZ signal is 1, the amplitude of the carrier frequency is
held; when the amplitude of the NRZ signal is 0, the amplitude of the carrier frequency
is zero. 

Example 5.3

We have an available bandwidth of 100 kHz which spans from 200 to 300 kHz. What are the car-
rier frequency and the bit rate if we modulated our data by using ASK with d = 1? 

Solution
The middle of the bandwidth is located at 250 kHz. This means that our carrier frequency can be
at fc = 250 kHz. We can use the formula for bandwidth to find the bit rate (with d = 1 and r = 1).

Example 5.4

In data communications, we normally use full-duplex links with communication in both direc-
tions. We need to divide the bandwidth into two with two carrier frequencies, as shown in
Figure 5.5. The figure shows the positions of two carrier frequencies and the bandwidths. The

Figure 5.4 Implementation of binary ASK

B 5 (1 1 d) 3 S 5 2  3 N 3 (1/r) 5 2 3 N 5 100 kHz → N 5 50 kbps 
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available bandwidth for each direction is now 50 kHz, which leaves us with a data rate of 25 kbps
in each direction.

Multilevel ASK

The above discussion uses only two amplitude levels. We can have multilevel ASK in
which there are more than two levels. We can use 4, 8, 16, or more different amplitudes
for the signal and modulate the data using 2, 3, 4, or more bits at a time. In these cases,
r = 2, r = 3, r = 4, and so on. Although this is not implemented with pure ASK, it is
implemented with QAM (as we will see later). 

5.1.3 Frequency Shift Keying
In frequency shift keying, the frequency of the carrier signal is varied to represent data.
The frequency of the modulated signal is constant for the duration of one signal ele-
ment, but changes for the next signal element if the data element changes. Both peak
amplitude and phase remain constant for all signal elements. 

Binary FSK (BFSK)

One way to think about binary FSK (or BFSK) is to consider two carrier frequencies. In
Figure 5.6, we have selected two carrier frequencies, f1 and f2. We use the first carrier if
the data element is 0; we use the second if the data element is 1. However, note that this
is an unrealistic example used only for demonstration purposes. Normally the carrier
frequencies are very high, and the difference between them is very small.

Figure 5.5 Bandwidth of full-duplex ASK used in Example 5.4

Figure 5.6 Binary frequency shift keying
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As Figure 5.6 shows, the middle of one bandwidth is f1 and the middle of the other
is f2. Both f1 and f2 are Δf apart from the midpoint between the two bands. The differ-
ence between the two frequencies is 2Δf. 

Bandwidth for BFSK
Figure 5.6 also shows the bandwidth of FSK. Again the carrier signals are only simple
sine waves, but the modulation creates a nonperiodic composite signal with continuous
frequencies. We can think of FSK as two ASK signals, each with its own carrier fre-
quency ( f1 or f2). If the difference between the two frequencies is 2Δf, then the required
bandwidth is 

B 5 (1 1 d) 3 S 1 2Δφ

What should be the minimum value of 2Δf ? In Figure 5.6, we have chosen a value
greater than (1 + d )S. It can be shown that the minimum value should be at least S for
the proper operation of modulation and demodulation. 

Example 5.5

We have an available bandwidth of 100 kHz which spans from 200 to 300 kHz. What should be
the carrier frequency and the bit rate if we modulated our data by using FSK with d = 1? 

Solution
This problem is similar to Example 5.3, but we are modulating by using FSK. The midpoint of
the band is at 250 kHz. We choose 2Δ f to be 50 kHz; this means 

Compared to Example 5.3, we can see the bit rate for ASK is 50 kbps while the bit rate for FSK
is 25 kbps.

Implementation
There are two implementations of BFSK: noncoherent and coherent. In noncoherent
BFSK, there may be discontinuity in the phase when one signal element ends and the
next begins. In coherent BFSK, the phase continues through the boundary of two signal
elements. Noncoherent BFSK can be implemented by treating BFSK as two ASK mod-
ulations and using two carrier frequencies. Coherent BFSK can be implemented by
using one voltage-controlled oscillator (VCO) that changes its frequency according to
the input voltage. Figure 5.7 shows the simplified idea behind the second implementa-
tion. The input to the oscillator is the unipolar NRZ signal. When the amplitude of NRZ
is zero, the oscillator keeps its regular frequency; when the amplitude is positive, the
frequency is increased. 

Multilevel FSK

Multilevel modulation (MFSK) is not uncommon with the FSK method. We can use
more than two frequencies. For example, we can use four different frequencies f1, f2, f3,
and f4 to send 2 bits at a time. To send 3 bits at a time, we can use eight frequencies.
And so on. However, we need to remember that the frequencies need to be 2Δf apart.
For the proper operation of the modulator and demodulator, it can be shown that the
minimum value of 2Δf needs to be S. We can show that the bandwidth is

B 5 (1 1 d) 3 S  1 (L 2 1)2Df → B 5 L 3 S

B 5 (1 1 d) 3 S  1 2Δ f  5 100 → 2S 5 50 kHz → S 5 25 kbaud → N 5 25 kbps  
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Note that MFSK uses more bandwidth than the other techniques; it should be used
when noise is a serious issue.

Example 5.6

We need to send data 3 bits at a time at a bit rate of 3 Mbps. The carrier frequency is 10 MHz.
Calculate the number of levels (different frequencies), the baud rate, and the bandwidth. 

Solution
We can have L = 23 = 8. The baud rate is S = 3 MHz/3 = 1 Mbaud. This means that the carrier fre-
quencies must be 1 MHz apart (2Δf  = 1 MHz). The bandwidth is B = 8 × 1 = 8 MHz. Figure 5.8
shows the allocation of frequencies and bandwidth. 

5.1.4 Phase Shift Keying
In phase shift keying, the phase of the carrier is varied to represent two or more differ-
ent signal elements. Both peak amplitude and frequency remain constant as the phase
changes. Today, PSK is more common than ASK or FSK. However, we will see shortly
that QAM, which combines ASK and PSK, is the dominant method of digital-to-analog
modulation. 

Binary PSK (BPSK)

The simplest PSK is binary PSK, in which we have only two signal elements, one with
a phase of 0°, and the other with a phase of 180°. Figure 5.9 gives a conceptual view
of PSK. Binary PSK is as simple as binary ASK with one big advantage—it is less
susceptible to noise. In ASK, the criterion for bit detection is the amplitude of the

Figure 5.7 Implementation of BFSK

Figure 5.8 Bandwidth of MFSK used in Example 5.6
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signal; in PSK, it is the phase. Noise can change the amplitude easier than it can change
the phase. In other words, PSK is less susceptible to noise than ASK. PSK is superior to
FSK because we do not need two carrier signals. However, PSK needs more sophisti-
cated hardware to be able to distinguish between phases.

Bandwidth
Figure 5.9 also shows the bandwidth for BPSK. The bandwidth is the same as that for
binary ASK, but less than that for BFSK. No bandwidth is wasted for separating two
carrier signals. 

Implementation
The implementation of BPSK is as simple as that for ASK. The reason is that the signal
element with phase 180° can be seen as the complement of the signal element with
phase 0°. This gives us a clue on how to implement BPSK. We use the same idea we
used for ASK but with a polar NRZ signal instead of a unipolar NRZ signal, as shown
in Figure 5.10. The polar NRZ signal is multiplied by the carrier frequency; the 1 bit
(positive voltage) is represented by a phase starting at 0°; the 0 bit (negative voltage) is
represented by a phase starting at 180°. 

Quadrature PSK (QPSK)

The simplicity of BPSK enticed designers to use 2 bits at a time in each signal element,
thereby decreasing the baud rate and eventually the required bandwidth. The scheme is

Figure 5.9 Binary phase shift keying

Figure 5.10 Implementation of BASK
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called quadrature PSK or QPSK because it uses two separate BPSK modulations; one
is in-phase, the other quadrature (out-of-phase). The incoming bits are first passed
through a serial-to-parallel conversion that sends one bit to one modulator and the next
bit to the other modulator. If the duration of each bit in the incoming signal is T, the
duration of each bit sent to the corresponding BPSK signal is 2T. This means that the
bit to each BPSK signal has one-half the frequency of the original signal. Figure 5.11
shows the idea.  

The two composite signals created by each multiplier are sine waves with the same
frequency, but different phases. When they are added, the result is another sine wave,
with one of four possible phases: 45°, −45°, 135°, and −135°. There are four kinds of
signal elements in the output signal (L = 4), so we can send 2 bits per signal element (r = 2). 

Example 5.7

Find the bandwidth for a signal transmitting at 12 Mbps for QPSK. The value of d = 0.

Solution
For QPSK, 2 bits are carried by one signal element. This means that r = 2. So the signal rate
(baud rate) is S = N × (1/r) = 6 Mbaud. With a value of d = 0, we have B = S = 6 MHz.

Constellation Diagram

A constellation diagram can help us define the amplitude and phase of a signal element,
particularly when we are using two carriers (one in-phase and one quadrature). The

Figure 5.11 QPSK and its implementation
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diagram is useful when we are dealing with multilevel ASK, PSK, or QAM (see next
section). In a constellation diagram, a signal element type is represented as a dot. The
bit or combination of bits it can carry is often written next to it. 

The diagram has two axes. The horizontal X axis is related to the in-phase carrier;
the vertical Y axis is related to the quadrature carrier. For each point on the diagram,
four pieces of information can be deduced. The projection of the point on the X axis
defines the peak amplitude of the in-phase component; the projection of the point on
the Y axis defines the peak amplitude of the quadrature component. The length of the
line (vector) that connects the point to the origin is the peak amplitude of the signal
element (combination of the X and Y components); the angle the line makes with the
X axis is the phase of the signal element. All the information we need can easily be found
on a constellation diagram. Figure 5.12 shows a constellation diagram.  

Example 5.8

Show the constellation diagrams for ASK (OOK), BPSK, and QPSK signals.

Solution
Figure 5.13 shows the three constellation diagrams. Let us analyze each case separately:

❑ For ASK, we are using only an in-phase carrier. Therefore, the two points should be on the
X axis. Binary 0 has an amplitude of 0 V; binary 1 has an amplitude of 1 V (for example).
The points are located at the origin and at 1 unit. 

Figure 5.12 Concept of a constellation diagram

Figure 5.13 Three constellation diagrams

Angle: phase
Len

gth
: a

mpli
tud

e

X (In-phase carrier)

Amplitude of
I component

A
m

pl
itu

de
 o

f
Q

 c
om

po
ne

nt

Y (Quadrature carrier)

0 1

ASK (OOK)

0 1

BPSK QPSK

01

10

11

00

https://hemanthrajhemu.github.io



146 PART II PHYSICAL LAYER

❑ BPSK also uses only an in-phase carrier. However, we use a polar NRZ signal for modu-
lation. It creates two types of signal elements, one with amplitude 1 and the other with
amplitude −1. This can be stated in other words: BPSK creates two different signal
elements, one with amplitude 1 V and in phase and the other with amplitude 1 V and 180°
out of phase. 

❑ QPSK uses two carriers, one in-phase and the other quadrature. The point representing 11 is
made of two combined signal elements, both with an amplitude of 1 V. One element is rep-
resented by an in-phase carrier, the other element by a quadrature carrier. The amplitude of
the final signal element sent for this 2-bit data element is 21/2, and the phase is 45°. The
argument is similar for the other three points. All signal elements have an amplitude of 21/2,

but their phases are different (45°, 135°, −135°, and −45°). Of course, we could have chosen
the amplitude of the carrier to be 1/(21/2) to make the final amplitudes 1 V. 

5.1.5 Quadrature Amplitude Modulation
PSK is limited by the ability of the equipment to distinguish small differences in phase.
This factor limits its potential bit rate. So far, we have been altering only one of the
three characteristics of a sine wave at a time; but what if we alter two? Why not combine
ASK and PSK? The idea of using two carriers, one in-phase and the other quadrature,
with different amplitude levels for each carrier is the concept behind quadrature
amplitude modulation (QAM). 

The possible variations of QAM are numerous. Figure 5.14 shows some of these
schemes. Figure 5.14a shows the simplest 4-QAM scheme (four different signal ele-
ment types) using a unipolar NRZ signal to modulate each carrier. This is the same
mechanism we used for ASK (OOK). Part b shows another 4-QAM using polar NRZ,
but this is exactly the same as QPSK. Part c shows another QAM-4 in which we used a
signal with two positive levels to modulate each of the two carriers. Finally, Figure 5.14d
shows a 16-QAM constellation of a signal with eight levels, four positive and four
negative.  

Quadrature amplitude modulation is a combination of ASK and PSK.

Figure 5.14 Constellation diagrams for some QAMs

c. 4-QAMa. 4-QAM d. 16-QAMb. 4-QAM
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Bandwidth for QAM

The minimum bandwidth required for QAM transmission is the same as that required
for ASK and PSK transmission. QAM has the same advantages as PSK over ASK. 

5.2 ANALOG-TO-ANALOG CONVERSION
Analog-to-analog conversion, or analog modulation, is the representation of analog
information by an analog signal. One may ask why we need to modulate an analog sig-
nal; it is already analog. Modulation is needed if the medium is bandpass in nature or if
only a bandpass channel is available to us. An example is radio. The government assigns
a narrow bandwidth to each radio station. The analog signal produced by each station is
a low-pass signal, all in the same range. To be able to listen to different stations, the
low-pass signals need to be shifted, each to a different range. 

Analog-to-analog conversion can be accomplished in three ways: amplitude
modulation (AM), frequency modulation (FM), and phase modulation (PM). FM
and PM are usually categorized together. See Figure 5.15.

5.2.1 Amplitude Modulation (AM)
In AM transmission, the carrier signal is modulated so that its amplitude varies with the
changing amplitudes of the modulating signal. The frequency and phase of the carrier
remain the same; only the amplitude changes to follow variations in the information.
Figure 5.16 shows how this concept works. The modulating signal is the envelope of
the carrier.  As Figure 5.16 shows, AM is normally implemented by using a simple
multiplier because the amplitude of the carrier signal needs to be changed according to
the amplitude of the modulating signal.

AM Bandwidth

Figure 5.16 also shows the bandwidth of an AM signal. The modulation creates a band-
width that is twice the bandwidth of the modulating signal and covers a range centered
on the carrier frequency. However, the signal components above and below the carrier
frequency carry exactly the same information. For this reason, some implementations
discard one-half of the signals and cut the bandwidth in half. 

Figure 5.15 Types of analog-to-analog modulation

Analog-to-analog
conversion

Amplitude modulation Frequency modulation Phase modulation

https://hemanthrajhemu.github.io



148 PART II PHYSICAL LAYER

Standard Bandwidth Allocation for AM Radio

The bandwidth of an audio signal (speech and music) is usually 5 kHz. Therefore, an
AM radio station needs a bandwidth of 10 kHz. In fact, the Federal Communications
Commission (FCC) allows 10 kHz for each AM station.

AM stations are allowed carrier frequencies anywhere between 530 and 1700 kHz
(1.7 MHz). However, each station’s carrier frequency must be separated from those on
either side of it by at least 10 kHz (one AM bandwidth) to avoid interference. If one
station uses a carrier frequency of 1100 kHz, the next station’s carrier frequency cannot
be lower than 1110 kHz (see Figure 5.17).     

5.2.2 Frequency Modulation (FM)
In FM transmission, the frequency of the carrier signal is modulated to follow the chang-
ing voltage level (amplitude) of the modulating signal. The peak amplitude and phase of
the carrier signal remain constant, but as the amplitude of the information signal
changes, the frequency of the carrier changes correspondingly. Figure 5.18 shows the
relationships of the modulating signal, the carrier signal, and the resultant FM signal.

Figure 5.16 Amplitude modulation
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As Figure 5.18 shows, FM is normally implemented by using a voltage-controlled
oscillator as with FSK. The frequency of the oscillator changes according to the input
voltage which is the amplitude of the modulating signal. 

FM Bandwidth

Figure 5.18 also shows the bandwidth of an FM signal. The actual bandwidth is diffi-
cult to determine exactly, but it can be shown empirically that it is several times that
of the analog signal or 2(1 + β)B where β is a factor that depends on modulation tech-
nique with a common value of 4.

Standard Bandwidth Allocation for FM Radio

The bandwidth of an audio signal (speech and music) broadcast in stereo is almost
15 kHz. The FCC allows 200 kHz (0.2 MHz) for each station. This mean β = 4 with
some extra guard band. FM stations are allowed carrier frequencies anywhere between
88 and 108 MHz. Stations must be separated by at least 200 kHz to keep their band-
widths from overlapping. To create even more privacy, the FCC requires that in a given
area, only alternate bandwidth allocations may be used. The others remain unused to pre-
vent any possibility of two stations interfering with each other. Given 88 to 108 MHz as
a range, there are 100 potential FM bandwidths in an area, of which 50 can operate at
any one time. Figure 5.19 illustrates this concept.

5.2.3 Phase Modulation (PM)
In PM transmission, the phase of the carrier signal is modulated to follow the changing
voltage level (amplitude) of the modulating signal. The peak amplitude and frequency

The total bandwidth required for FM can be determined from
the bandwidth of the audio signal: BFM 5 2(1 3 b)B.

Figure 5.18 Frequency modulation
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of the carrier signal remain constant, but as the amplitude of the information signal
changes, the phase of the carrier changes correspondingly. It can be proved mathemati-
cally (see Appendix E) that PM is the same as FM with one difference. In FM, the
instantaneous change in the carrier frequency is proportional to the amplitude of the
modulating signal; in PM the instantaneous change in the carrier frequency is propor-
tional to the derivative of the amplitude of the modulating signal. Figure 5.20 shows
the relationships of the modulating signal, the carrier signal, and the resultant PM
signal.

As Figure 5.20 shows, PM is normally implemented by using a voltage-controlled
oscillator along with a derivative. The frequency of the oscillator changes according to
the derivative of the input voltage, which is the amplitude of the modulating signal. 

PM Bandwidth

Figure 5.20 also shows the bandwidth of a PM signal. The actual bandwidth is diffi-
cult to determine exactly, but it can be shown empirically that it is several times that
of the analog signal. Although the formula shows the same bandwidth for FM and
PM, the value of β is lower in the case of PM (around 1 for narrowband and 3 for
wideband). 

Figure 5.19 FM band allocation

Figure 5.20 Phase modulation
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5.3 END-CHAPTER MATERIALS
5.3.1 Recommended Reading
For more details about subjects discussed in this chapter, we recommend the following
books. The items in brackets [. . .] refer to the reference list at the end of the text.

Books

Digital-to-analog conversion is discussed in [Pea92], [Cou01], and [Sta04]. Analog-to-
analog conversion is discussed in [Pea92], Chapter 5 of [Cou01], [Sta04]. [Hsu03]
gives a good mathematical approach to all materials discussed in this chapter. More
advanced materials can be found in [Ber96].

5.3.2 Key Terms

5.3.3 Summary
Digital-to-analog conversion is the process of changing one of the characteristics of an
analog signal based on the information in the digital data. Digital-to-analog conversion
can be accomplished in several ways: amplitude shift keying (ASK), frequency shift
keying (FSK), and phase shift keying (PSK). Quadrature amplitude modulation (QAM)
combines ASK and PSK. In amplitude shift keying, the amplitude of the carrier signal
is varied to create signal elements. Both frequency and phase remain constant while the
amplitude changes. In frequency shift keying, the frequency of the carrier signal is var-
ied to represent data. The frequency of the modulated signal is constant for the duration
of one signal element, but changes for the next signal element if the data element
changes. Both peak amplitude and phase remain constant for all signal elements. In
phase shift keying, the phase of the carrier is varied to represent two or more different
signal elements. Both peak amplitude and frequency remain constant as the phase
changes. A constellation diagram shows us the amplitude and phase of a signal ele-
ment, particularly when we are using two carriers (one in-phase and one quadrature).
Quadrature amplitude modulation (QAM) is a combination of ASK and PSK. QAM
uses two carriers, one in-phase and the other quadrature, with different amplitude levels
for each carrier. Analog-to-analog conversion is the representation of analog informa-
tion by an analog signal. Conversion is needed if the medium is bandpass in nature or if
only a bandpass bandwidth is available to us.

The total bandwidth required for PM can be determined from the bandwidth and 
maximum amplitude of the modulating signal: BPM 5 2(1 1 b )B.

amplitude modulation (AM)
amplitude shift keying (ASK)
analog-to-analog conversion
carrier signal
constellation diagram
digital-to-analog conversion

frequency modulation (FM)
frequency shift keying (FSK)
phase modulation (PM)
phase shift keying (PSK)
quadrature amplitude modulation (QAM)
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Analog-to-analog conversion can be accomplished in three ways: amplitude modu-
lation (AM), frequency modulation (FM), and phase modulation (PM). In AM trans-
mission, the carrier signal is modulated so that its amplitude varies with the changing
amplitudes of the modulating signal. The frequency and phase of the carrier remain the
same; only the amplitude changes to follow variations in the information. In FM trans-
mission, the frequency of the carrier signal is modulated to follow the changing voltage
level (amplitude) of the modulating signal. The peak amplitude and phase of the carrier
signal remain constant, but as the amplitude of the information signal changes, the fre-
quency of the carrier changes correspondingly. In PM transmission, the phase of the
carrier signal is modulated to follow the changing voltage level (amplitude) of the mod-
ulating signal. The peak amplitude and frequency of the carrier signal remain constant,
but as the amplitude of the information signal changes, the phase of the carrier changes
correspondingly.

5.4  PRACTICE SET
5.4.1 Quizzes
A set of interactive quizzes for this chapter can be found on the book website. It is
strongly recommended that the student take the quizzes to check his/her understanding
of the materials before continuing with the practice set. 

5.4.2 Questions
Q5-1. Define analog transmission.

Q5-2. Define carrier signal and explain its role in analog transmission.

Q5-3. Define digital-to-analog conversion.

Q5-4. Which characteristics of an analog signal are changed to represent the digital
signal in each of the following digital-to-analog conversions?

Q5-5. Which of the four digital-to-analog conversion techniques (ASK, FSK, PSK
or QAM) is the most susceptible to noise? Defend your answer.

Q5-6. Define constellation diagram and explain its role in analog transmission.

Q5-7. What are the two components of a signal when the signal is represented on a
constellation diagram? Which component is shown on the horizontal axis?
Which is shown on the vertical axis?

Q5-8. Define analog-to-analog conversion.

Q5-9. Which characteristics of an analog signal are changed to represent the lowpass
analog signal in each of the following analog-to-analog conversions?

Q5-10. Which of the three analog-to-analog conversion techniques (AM, FM, or PM)
is the most susceptible to noise? Defend your answer.

a. ASK b. FSK c. PSK d. QAM

a. AM b. FM c. PM
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5.4.3 Problems
P5-1. Calculate the baud rate for the given bit rate and type of modulation.

a. 2000 bps, FSK

b. 4000 bps, ASK

c. 6000 bps, QPSK

d. 36,000 bps, 64-QAM

P5-2. Calculate the bit rate for the given baud rate and type of modulation.

a. 1000 baud, FSK

b. 1000 baud, ASK

c. 1000 baud, BPSK

d. 1000 baud, 16-QAM

P5-3. What is the number of bits per baud for the following techniques?

a. ASK with four different amplitudes

b. FSK with eight different frequencies

c. PSK with four different phases

d. QAM with a constellation of 128 points

P5-4. Draw the constellation diagram for the following:

a. ASK, with peak amplitude values of 1 and 3

b. BPSK, with a peak amplitude value of 2

c. QPSK, with a peak amplitude value of 3

d. 8-QAM with two different peak amplitude values, 1 and 3, and four differ-
ent phases

P5-5. Draw the constellation diagram for the following cases. Find the peak ampli-
tude value for each case and define the type of modulation (ASK, FSK, PSK,
or QAM).The numbers in parentheses define the values of I and Q respec-
tively.

a. Two points at (2, 0) and (3, 0)

b. Two points at (3, 0) and (−3, 0)

c. Four points at (2, 2), (−2, 2), (−2, −2), and (2, −2)

d. Two points at (0, 2) and (0, −2)

P5-6. How many bits per baud can we send in each of the following cases if the sig-
nal constellation has one of the following number of points?

P5-7. What is the required bandwidth for the following cases if we need to send
4000 bps? Let d = 1.

a. ASK

b. FSK with 2Δf = 4 KHz

c. QPSK

d. 16-QAM

a. 2 b. 4 c. 16 d. 1024
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P5-8. The telephone line has 4 KHz bandwidth. What is the maximum number of
bits we can send using each of the following techniques? Let d = 0.

P5-9. A corporation has a medium with a 1-MHz bandwidth (lowpass). The corpo-
ration needs to create 10 separate independent channels each capable of send-
ing at least 10 Mbps. The company has decided to use QAM technology. What
is the minimum number of bits per baud for each channel? What is the number
of points in the constellation diagram for each channel? Let d = 0.

P5-10. A cable company uses one of the cable TV channels (with a bandwidth of
6 MHz) to provide digital communication for each resident. What is the avail-
able data rate for each resident if the company uses a 64-QAM technique?

P5-11. Find the bandwidth for the following situations if we need to modulate a
5-KHz voice.

P5-12. Find the total number of channels in the corresponding band allocated by
FCC.

5.5 SIMULATION EXPERIMENTS
5.5.1 Applets
We have created some Java applets to show some of the main concepts discussed in this
chapter. It is strongly recommended that the students activate these applets on the book
website and carefully examine the protocols in action. 

a. ASK b. QPSK c. 16-QAM d. 64-QAM

a. AM b. FM (β = 5) c. PM (β = 1)

a. AM b. FM
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